Détection de faux billets S

avec Python g

Objectif : Mettre en place une modélisation qui

serait capable d’identifier automatiquement les faux -0

billets. Et ce a partir simplement des caractéristiques -0

géométriques d’un billet. DRI

............... pour L'Organisation Nationale de Iutte Contre le Faux--.-.-.-.-.-.-.-.
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6 caractéristiques géométriques d'un billet :

« diagonal : la diagonale du billet (en mm)

e height_left : la hauteur du billet (mesurée sur le
coté gauche, en mm)

e height_right : la hauteur du billet (mesurée sur le
coté droit, en mm)

« margin_low: la marge entre le bord inférieur du
billet et I'image de celui-ci (en mm)

e margin_up: la marge entre le bord supérieur du
billet et I'image de celui-ci (en mm)

e length : la longueur du billet (en mm)

..:.::: :::::::::::::::::::::::::::::::billets — pd.read_csv('billets.csv', sep=";"):;:;:;:;:;:;:;:

is_genuine diagonal height_left height_right margin_low margin_up length

0 True 171.81 104.86 104.95 4.52 2.89 112.83
1 True 171.46 103.36 103.66 3.77 299 113.09
2 True 172.69 104.48 103.50 4.40 294 113.16
3 True 171.36 103.91 103.94 3.62 3.01 113.51




T diagonal 1500.0 171.958440 0.305195 171.04 171.750 17196 17217 173.01 :::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

i height left 15000 104.029533  0.299462 10314 103.820 10404 10423 104.88 [l

EEENNND height right 15000 103.920307 0325627 10282 103710 10392 10415 10495 iiiii @ doublons oo

RN RN, margin_low 4485067 0.663813 298 4015 431 487 690 LI

SUUUITUT marginLup 15000 351473 0231813 227 2990 344 331 391 liIImmmmiiooooo
RSRSRR length 15000 112.678500 0.872730 109.49 112030 11296 11334 11444 il

.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:.:. is_genuine ..................................................
............................................................. diagonal

............................................................. height_left

............................... height_right

.............................. margin_low

w
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b length @ T T T T T T T T T T L T T
''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''' dtype: inté4
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S Régression Linéaire e
BRI Meéthode qui consiste a estimer la valeur manquante d'une variable continue et

RISOEEE a partir des relations observées avec d'autres variables. RIS
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Linéarité

Méthode 1:
Scatterplot entre la
variable cible y et
chaque variable
explicative X

Méthode 2 :
Scatterplot des résidus
vs valeurs prédites
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DO eeeeccccrsseccccccccs Durbin-Watson @ 1.8747486051663327 i
OSSN Indépendance PP
o des résidus G e R e
g Interprétation : o
Méthode : Test de Letestdonneuneva/eurem,?re(.)et4: o
............. . DW = 2 -> Aucune autocorrélation (erreurs indépendantes)
............. Durbin—Watson s o - O
e DW < 1.5 -> Autocorrélation positive (résidus liés entre eux) B e

DW > 2.5 -> Autocorrélation négative (alternance de signes dans les résidus) .-




s ool {'Statistique LM': 69.18185711374537, ‘p-value LM': 9.49184426089401e-16, .-
q p

BRI Homoscédasticiteé | ‘Statistique F': 36.23338952128672, 'p-value F': 4.3863636385048543e-16} .-l
BRSSO Scatterplot résidus vs Interpretat{on. o S L
i e valeurs prédites HO : La variance des résidus est constante -> Homoscédasticité X e
H1 : La variance des résidus n'est pas constante -> Hétéroscédasticité
OIS Méthode 2: Test de si p_value < 0.5 on rejette HO ORI
SR Breusch—Pagan
P S R R S SRR e | S

-k Solution : Transformation logarithmique de la -0 nlnn bl g L o

- variable cible afin de stabiliser la variance des il s

e résidus. e S




Distribution des résidus . QQ-plot des résidus
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Méthode 2: 20 - g
Test de Shapiro-Wilk N . e
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Résidus . Theoretical Quantiles
s Statistique de Shapiro-Wilk :o@.9835276366015211 i
:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: p-value 7.061289084592733e-12 :::::::::::::::::::::::::::
-2 Solution : Transformation logarithmique -1 Interprétation :
::::::::: de |a Variab|e Cible ::::::::::::::::::: HO : Normalité des résidus ::::::::::::::

T e H1 : Non - normalité des résidus s
e e e e sip_value < 0.5 on rejette HO N E



Distribution des résidus (Y en log) QQ-plot des résidus (Y en log)

{
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Theoretical Quantiles

Statistique de Shapiro-Wilk :
p-value : ©.8018019276108824324




BRI LD L L LR L 1,3728452237329334 LD L L L L
RN Absence de N
multi Colinéarité ''''''''''''''''''''''''''''' ,
e Interpretation : "
BRSO Méthode - Vari VIF <5 > pas de souci RN
T ethode : Variance VIF entre 5 et 10 - multicolinéarité modérée ERRRRRR
o Inflation Factor (VIF) | s . s

'''''''''''''''' VIF > 10 - probléme sérieux
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margin_low (mm) SENCRERCS

3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0
margin_low (mm)

oL Avant | mean, median, std @ 4.485967190704033 4.31 0.6638126241773387 R e e e e e
''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''''' Aprés | mean, median, std : 4.483173433424014 4.31 0.6590884493182334



PSP EPEPE PSR Répartition globale des dimensions (boxplots) ISR Ottt IR SR SR EPEP PSSP
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" Histogramme - diagonal

" Boxplot - diagonal
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Boxplot - margin_up
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SOOI Effectif Pourcentage (%) ---i-l-l-l-l- Faux (33.3%) ..ol
L L e e e et
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i it Corrélations — Billets VRAIS Corrélations — Billets FAUX BRI

e GIEL[IEIR 1.00 008 0.0/ 0:04 002" =001 0.75 CIEL[IEIRE 1.00 BON0SSS000 0.05 T
BUSISIIN WSEICEIN 0.08 | 1.00 | 0.07 0.01  0.04 -0.00 0.50 T 0.08° 1.00 1 0.09 "0:.04 =0:02" 0.02 _ RIS
SESSSEN a1 0.07 0.07 | 1.00 10.04 =0:00" 0.03 e N Rl 0.00 009" 1.00 [S0%01 0:07 0.02 ' BRI
IR 0.00 SRS
BSOSO U e 0.04 001 0.04" 1.00 0.01 0.25 margin_low 0:04 =0:01" 1.00 SN
RISOOUN EICTIIE 0.02  0.04 -0.00 .00 F0I0T - —0.50  margin_up - L0 e 0 . 50
SO - -0.75 75 i
........... e 0.01 -0.00 0.03 O. 01" 1.00 length 0.02 0.02 .
SRR - -1.00 S
........... — +J o c — — a -
RS = 8§ 5 3 5 3 = 8 5 3 5 3 SRR
........... S o = [ c c S o k= I c c
RIS @ = = £ > 2 G = = £ > L R
----------- 5 o = > = 5 o € > =
LA e 2 © = |2 2 © c S
e 2 € 2 € T
LLLLLNNLE Corrélations légérement plus fortes pour les faux billets, ce qui laisse penser que certains défauts de AR RRR



Indice de silhouette L

""""""" Méthode du coude (Inertie)

'''''''''''''' 5500 -
.............. 5000 1 o
.............. 9 % 0 250 -
.............. b S5
....... 0] o
....... c % 0.225 4
n

(%) 1003
1 497
Name: count, dtype: inté64

False




Projection PCA des clusters K-means (k=2)

Cercle de corrélation (PC1-PC2)
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Projection PCA selon les étiquettes réelles
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diagonal height_left height_right margin_low margin_up Iength ..................................................................................................

D DDDDLLLL L 0 0006124 0281762 -0.352065 0552229 0428505 0504584  ..elelttlrlellelelelili il
CUIIRRRIIDDDIDINNN g ojo3ms  0s68627 0710506 1114458 0864760 1199935 1iirioiiiilIIIIIIII DI
BONe is genuine diagonal height left height right margin low margin up length --l-l-lllsl Il
11 Cluster_kmeans DI
0 099 17199 103.95 103.81 412 305 113.20
sl 1 o002 710 10420 10415 SRR e e e
e e R e e e e dlagonsll elghtilelt Ieght sight teasgin low messginee  lengih Ll
R e S e s k) s gemiin R
L L L L L L L D I T Falge 17190116 10419034 10414362 521270 335016 11163064 |-
L L L L L T gy 0708 10894913 10380865 | 411841 305213 11320243 |

| K-means arrive a séparer les Faux billets des Vrais. Mais il fait encore des erreurs et SRR

présente beaucoup de limites ! il i i




''''''''''''''''' #variables explicatives et variable cible
:::::::::::::::::featur‘e_cols = ‘diagonal’, 'height_left', "height_right', 'margin_low', 'margin_up','length’] ::::::::':':':':':':':':':':':':':':':':':':':':':':':':':':':':':':':':':':':'::::::::::::::
+l+ll target_col = 'is_genuine’  # @ = vrai, 1 = faux - Taille jeu d'entrainement : (1200, 6) .-l
e e ... Taille jeu de test : (300, 6) B e e a e
slele-e--X = df_Rlogistique[feature_cols] T T e e e e e e e e e e e e e e e e e e e e e e e e e e
cLtly = df_Rlogistique[target_col] O T S S I M
o Création du pipeline : R
oo Le pipeline enchaine automatiquement plusieurs étapes : el L
-1 Imputation : remplace les valeurs manguantes (sécurité, méme s'il n'y en a pas actuellement) R i i e e e
- 2, Standardisation : met toutes les variables sur la méme échelle e L L L
coonen- 3, Régression logistique : apprentissage du modele RSO N RN NOS



Réel: Vrai

Réel: Faux

BRI MMM Prédit: Vrai Prédit: Faux




DR NI SISO Coefficients de la régression logistique R

T i o SRS
coef_beta importance_abs odds ratio .-
SO A margin_up A RO
L length -3.331755 3331755  0.035730 ..o § R
oo margin_low 2692955 2692955 14775272 -0 S height right -
----- . . . . Q . . . . . .
........... g
L margin_up 1.937791 1.937791 6.943399 8 T
g ) ) oo 90 height left - i
o height_right 0.744308 0.744308  2.104985 ....0 G s
e S Selelelels
........... : L >
I height left 0525643 0525643 1691546 diagonal | db
il diagomal  -0.192549 0.192549  0.824854 -1
:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: _'3 _'2 _'1 (') I1 é :::::::::::
:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::: Valeur du coefficient B (effet sur la probabilité d'étre Faux) :::::::::::
Interpretatlondesoddsratlos SR R e e e e e e e e e e e e e e e e e e e
... @ length (OR = 0.036) — quand la longueur augmente d'un écart-type, les chances d'étre un billet faux sont divisées par = 33 (1 /0.036) | .=« or. o
::::::::::: = margin_low (OR = 14.78) — quand la marge basse augmente, les chances d'étre faux sont multipliées par = 15! :::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::



..... = 0.8 - -
.......... > , R I SEUil : inf __> FPR=9.00, TPR=0.% K NI N A I

e 8 JRe covvooeoos Seuil @01.00 --> FPR=0.00, TPR=0.O1 -l

S D06 e ittt Sewil @ @.23 --> FPRE0.0@, TPRE@.99 Il

.......... 5 R4 el Seuil : @.08 --> FPREG.OA, TPR=0.9QQ il

Hsit 8 pd LI Sewil @ @.08 --> FPR=0.04, TPR@.@ ettt
i 204 ~ Ll Sewil @ @.8@ --> FPR=1.0@, TPR=1.00 -l

SRR e 0| seuil optimal (F1) : ©.22, Fl-score : ©.995 |\l

---------- v ’ —— ROC (AUC = 1.000) | | =ixmimmeretsin imtee et e e et s s e S e e S i

.......... X 004 ¥ === Hasard (0.5)

e 0.0 0.2 0.4 0.6 0.8 10 e s
:::::::::: Taux de faux positifs (Proportion de vrais billets accusés a tort ) :::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
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e Afin de vérifier la robustesse du modéle,

010 séparations aléatoires du jeu de données

oo (80 % apprentissage / 20 % test) ont été réalisées.

....................... Accur‘acy moyenne : 9.988

Liiiiiiiide la découpe. IDEINIDEEND Ecart-type : ©.0052 o.liiillil



: : : Application de I'Algorithme de détection de faux billets :

:;:ffi Sauvegarde du modéle final + 553:-:3:3:-:3:3'-"' "'3:;f Fonction pour prédire ;5553:-:3:3'-'3:3:-:" Application de I'algorithme avec

o . . : - > _ o : . .
-{configuration (seuil 0.22) ¥ un fichier csv oo un nouvead jeu de données

. Sauvegardé: artifacts/model.joblib + artifacts/config.json ."."."."."."."def predict file(path_csv, id col=None) . . . . . . . . . . . T
i i e R R R M R Rt R R e R S R s R e R R R R id proba_ pos label 0.22 prediction_text

. *def predict_file(path_csv, id_col-None): . .
", " . import os, json, joblib, sklearn ST :,(haigéfr a’.‘tefacm,, i i "o e e e e a"W’ o A1l 0.998427 1 f b” t
", os.makedirs("artifacts”, exist_ok-True) T aTa "o it opte(careifacts/contig.gaonts St sncoding-"utf-2") us 1 - ' e
. " . " joblib.dump(pipeline logistic, "artifacts/model.joblib") G = Jmaal 1 A2 0.999341 1 faux billet

thr = cfg["threshold"]

* * config = Pttt expected - cfg["expected features”] [

e "threshold": ©.22, #seuil & 0.22 - = e RO 2 A 3 0999753 1 faUX bl”et
P "expected_features": expected_features, Ve e e L - ' -
L "sklearn_version": sklearn._ version__, - e ey .

LT s e csutpath_esv L3 A4 0.034642 0 vrai_billet

"random_state": @,
"notes”: "pipeline: imputer(median) pour NaN -> scaler -> logistic_regression(class_weight=balanced)" -

) * * =+ #Vérifs de schéma . I
* . " with open(“artifacts/config.json”, "w", encoding="utf-8") as f: '.®.%.". missing = [c for c in expected if c not in df.columns] L 4 A S 0.000244 0 vrai billet
json.dump(config, f, ensure_ascii=False, indent=2) p o o o extra = [c for c in df.columns if c not in expected and c != id_col] e e - -
o e Ve e e if missing: e e e e e e
" " . print("Sauvegardé: artifacts/model.joblib + artifacts/config.json”) print(f"Attention! Colonnes manquantes: {missing} (remplies par NaN » imputées par la pipeline)™) = = = = = = L. . A . .
e if extra: «+ + +« .+« Fini. Résultats dans outputs/predictions_production.csv
APl s s () —
# Aligner L’ordre des colonnes attendues
X = df.reindex(columns=expected)
.*.".".". Billets dans la zone d'incertitude :
L L L L LU LTttt ULt L T UL, proba = pipe.predict_proba(X)[:, 1] id pmba—Pos IabeI_O.ZZ predldlon—te)(t
L L L L L L L L Lt Lt L Lt Lt Lt L LTt Tt Label = (proba = thr).astype(int)
. . . . . . LT . . . . . . ' out = pd.DataFrame({"proba_pos": proba, f"label {thr}": label}) ".7.".".7, Fichier Annexe. Résultats dans outputs/billets_zone_incertaine.csv
. - if id_col and id_col in df.columns: e e e e LT T
. . . . . . . . . . . . R gy NP



